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ABSTRACT

This paper describes our speech enhancement and recognition sys-

tems developed for the Reverberation Challenge 2014. To enhance

the noisy and reverberant speech for human listening, besides us-

ing conventional methods such as delay and sum beamformer and

late reverberation reduction by spectral subtraction, we also studied

a novel learning-based speech enhancement. Specifically, we train

deep neural networks (DNN) to map reverberant spectrogram to the

corresponding clean spectrogram by using parallel data of clean and

reverberant speech. Results show that the trained DNN is able to

reduce reverberation significantly for unseen test data.

For the speech recognition task, when parallel data is available,

we train a DNN tomap reverberant features to clean features, follow-

ing the same spirit as the DNN-based speech enhancement. Results

show that the DNN-based feature compensation improves speech

recognition performance even when a DNN acoustic model is al-

ready used, showing the benefit of explicitly cleansing the features.

When parallel data is not available in the clean condition training

scheme, we focus on reducing the training-test mismatch by using

our proposed cross transform feature adaptation that uses both tem-

poral and spectral information. The cross transform works comple-

mentarily with traditional model adaptation.

Index Terms— speech enhancement, beamforming, robust

speech recognition, feature compensation, reverberation challenge,

feature adaptation, deep neural networks.

1. INTRODUCTION

Automatic speech recognition (ASR) systems have achieved good

performance for speech collected by close-talking microphones.

However, recent development in speech and audio applications such

as multimedia, hearing aids, and hands-free speech communication

systems require speech acquisition in a distant-talking environment.

Unfortunately, as the distance between the mouth to the microphone

increases, the recorded speech become increasingly distorted due

to background noise and room reverberation. Consequently, ASR

performance can be significantly degraded.

Recently, Reverberation Challenge 2014 [1] was introduced as a

common benchmark to evaluate dereverberation techniques for both

human listening and ASR. The distortion considered is mainly rever-

beration, with moderate amount of additive background noise. This

paper describes the systems we built for the challenge.

Reverberation is produced by multi-path propagation of an

acoustic signal from its source to the microphone. The distortion

can be described by acoustic impulse response (AIR) that may last

for hundreds of milliseconds. Reverberation cancelation has been

tried by many researches using the deconvolution techniques that

estimate and apply the inverse of AIR [2–8]. However, the available

techniques are sensitive to estimation error of AIR, which is difficult

to estimate in realistic environment.

Reverberation suppression using spatial processing and spectral

enhancement are found to be more practical and robust. Micro-

phone array processing techniques provide a spatial filtering to sup-

press specular reflections so that the speech signal from the desired

direction of arrival (DOA) can be enhanced. In general, adaptive

beamformers are more preferred in both denoising and interference

suppression than fixed beamformers in case of independent distor-

tions [9–13]. Unfortunately, reverberant speech signals consist of

highly dependent distortions that are delayed versions of the signal

itself. Hence, many traditional adaptive beamformers become inef-

fective in reverberation suppression. Very recently, a conjunction of

delay-and-sum (DS) beamformer and minimum variance distortion-

less response (MVDR) beamformer shows favorable performance

for the speech enhancement in the room environment [14].

In this work, we employ conventional beamformers, such as

DS and MVDR, to take advantage of multiple microphone record-

ings using spatial filtering. We also use spectral subtraction to fur-

ther attenuate late reverberation, as suggested in [15, 16]. Besides

these conventional methods, we investigated a different approach for

speech dereverberation that is based on learning from data. Specif-

ically, we let deep neural networks (DNN) learn how to map rever-

berant spectrogram to their clean version from clean and reverber-

ant spectrogram pairs. If given enough training samples, we expect

DNN to be able to dereverberate unseen test utterances that is not too

different from the training data. Such concept is also applied to es-

timated clean features from reverberant features for speech recogni-

tion task. When no parallel clean and reverberant data is available in

the clean condition training scheme, we apply a novel feature adapta-

tion method that uses both speech spectral and temporal information

to reduce training-test mismatch.

The rest of the paper is organized as follows. Section 2 presents

the corpus and tasks in the reverberation challenge 2014. Section 3

describes the key technologies in the speech enhancement and recog-

nition systems. In section 4, experimental results are presented and

discussed. Finally, we conclude in section 5.

2. CORPUS AND TASKS

In this reverberation challenge, there are 2 types of data to evaluate

speech enhancement and robust speech recognition techniques. One
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type is simulated reverberant and noisy speech, generated by adding

noise and reverbeartion to clean utterances from WSJCAM0 [17]

corpus, which is the British version of the WSJ0 corpus [18]. The

other type is real meeting recording from the MC-WSJ-AV [19] cor-

pus, which is the re-recorded version of WSJCAM0 in a meeting

room environment. A development set containing these two types of

data are provided to participating teams to tune their systems before

the evaluating period. Another evaluation set, which is similar to

the development set in terms of distortion characteristics, is used for

evaluation.

In the speech recognition task, there are two training schemes,

i.e. 1) the clean condition scheme in which only clean data is avail-

able for training the acoustic model; 2) multi condition training

scheme in which reverberant and noisy speech with similar char-

acteristics as the simulated test data are available for training. The

clean condition training data are taken from the WSJCAM0 [17]

corpus, while the multi condition training data is artificially gener-

ated by corrupting clean condition training data in similar way as

the generation of simulated test data.

Speech enhancement methods are evaluated by several met-

rics, such as cepstral distance (CD) [20], log likelihood ratio

(LLR) [20], frequency-weighted segmental SNR [20], Speech-

to-reverberation modulation energy ratio (SRMR) [21], and optional

PESQ [22]. For real rooms data, only the non-intrusive SRMR

metric is used. In addition, subjective listening is planned by the

organizer of the challenge. The ASR system is evaluated by word

error rate (WER). As we don’t have the PESQ license, we will

not report PESQ results in this paper. For more details of the cor-

pus and tasks, please visit the Reverberation Challenge website

(http://reverb2014.dereverberation.com).

3. SYSTEM DESCRIPTION

3.1. Speech Enhancement Systems

We developed two speech enhancement systems as illustrated in

Fig. 1. The first system uses DS beamforming followed by spectral

subtraction for removing late reverberations. The second system

uses MVDR beamforming followed by DNN-based spectrogram

enhancement.

3.1.1. DS beamformer plus spectral subtraction

The block diagram of this speech enhancement system is presented

in Fig. 2. The DS beamformer was developed to increase the output

signal to noise ratio (SNR) [9]. It exploits the fact that the time of

arrival (TOA) of an incoming signal at the different microphones are

different. It is a signal independent approach performed by align-

ing multi-channel signals according to the corresponding time-delay

of arrivals (TDOAs). By summing the microphone outputs in phase

of the desired direction, the speech frequency components of the

desired direction reinforce while the frequency components of the

off-desired direction cancel. In order to match the phases of speech

signals from the desired direction, we compute the TDOAs using the

GCC-PHAT method [23] with a Hamming window of 64 ms long.

The first channel in each record was selected as the reference chan-

nel. The TDOAs between the reference channel and the other chan-

nels were calculated from the cross-correlation peaks that appeared

within the maximum delay of 0.59 ms. The maximum delay was

computed from the diameter of 20 cm of the circular microphone

array and the speed of sound of 340 m/s. In the DS beamformer,

the same window size of 64 ms was used with 75% overlap. We

Fig. 1. Block diagram of the two speech enhancement systems.

applied the pre-emphasis and the Hanning window before taking the

short-time Fourier transform (STFT) of 1024 points. The frequency

components of all the channels were aligned using the computed

TDOAs and summed with a normalization to obtain the frequency

components of output. Then we apply the inverse STFT and the

overlap-save method to obtain the time-domain signal of 16 ms long.

The de-emphasis was performed to obtain the final output of the DS

beamformer. Then the output of the DS beamformer is passed to the

spectral subtraction module.

The DS beamformer is effective for attenuating the reverbera-

tion that are reflected from the directions that are different from the

desired direction. However, the DS beamformer tends to attenuate

less when the reflected paths are close to the direct path. In this case,

the desired speech signals still consist of the reflected signals. The

spectral subtraction approach [15] focused on the overlap-masking

that is the energy of the current signal x(t) overlaps the following

signal x(t + T ). Considering the exponential model of the room

impulse response and the quasi-stationary characteristics of speech

signals, we used the following formulation for amplitude spectral

subtraction [15]:

|Ŝ(m, k)| =
(

1−
1

√

SNRpri + 1

)

|X(m, k)|, (1)

where Ŝ(m, k) is the estimate of the amplitude spectrum of the dere-

verberated signal at the frame index m and the frequency index k,

and X(m, k) is the amplitude spectrum of the reverberated output

signal of the DS beamformer. We transformed the time-domain out-

put into the frequency domain using the STFT of 256 points after

applying the pre-emphasis and the Hanning window of 16 ms long

with 75% overlap. The term SNRpri in (1) is estimated as

SNRpri(m, k) = βSNRpri(m− 1, k) + (1− β)max[0, SNRpos],

where β is a smoothing factor and it was set to β = 0.9 in our exper-

iments, and the term SNRpos is defined as SNRpos = |X(m,k)|2

γ̂rr(m,k)
−1.

The estimated power spectral density (PSD), γ̂rr(m,k), of the rever-
berated part of the signalX(m, k)was estimated using γ̂rr(m,k) =
e−2δT γ̂xx(m − T, k), where γ̂xx(m − T, k) denotes the PSD of

the past signal, δ is linked to the reverberation time Tr through

δ = 3ln10
Tr

, and T was set to: T ≃ 50 ms which is equivalent

to 3 frames. The PSD of the signal is estimated as γ̂xx(m, k) =
αγ̂xx(m− 1, k) + (1− α)|X(m, k)|2, where the smoothing factor

α was set to 0.7 in our experiments.

There are many approaches proposed to estimate the reverbera-

tion time Tr in the literature. A recent maximum-likelihood (ML)

estimator presented in [24] shows improved performance with lower

computational complexity. Therefore, we implemented the estimator

to estimate the reverberation time using the output of the DS beam-

former. Noted that the estimator in [24] takes the advantage of a long

input signal, we repeatedly refined the Tr estimation by accumulat-

ing the output signals of the DS beamformer for each utterance.
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Fig. 2. Block diagram of the speech enhancement system using the

DS beamformer and spectral subtraction.

3.1.2. MVDR beamformer

Beside the speech enhancement system described above, we also

investigate the use of DNN for dereverberation. In this and next

section, we describe our second speech enhancement system using

the MVDR beamformer and DNN. The MVDR beamformer is used

to perform spatial filtering on the reverberant speech signals of the

training and evaluation data. DNN is trained to map the spectrogram

of the MVDR-processed signal to the underlying clean speech spec-

trogram. We will describe MVDR in this section and DNN-based

spectrogram enhancement in the next section.

We choose to use the MVDR beamformer due to its better capa-

bility for maximizing the output SNR as compared to the DS beam-

former from our results on the given evaluation data. In our im-

plementation, we used the window size of 64 ms with 75% overlap

which is the same as in the DS beamformer. The signal was first

pre-emphasized and then the Hamming window was applied. The

STFT of 1024 points was used to transformed the time-domain sig-

nal into the frequency domain. The MVDR beamformer is slightly

more complicated than the DS beamformer due to the need of noise

covariance matrix in the estimation of weight vector. The statistical

solution for computing the weight vector of the MVDR beamformer

is expressed below [25]:

wMV DR(m, k) =
R

−1

nn (m, k)e(k)

eH(k)R−1

nn (m, k)e(k)
, (2)

where Rnn(m,k) denotes the noise covariance matrix, which is es-

timated at the time index m and the frequency index k, e(k) rep-
resents the frequency-domain array manifold given the direction-of-

arrival (DOA) of the desired speech source. To obtain the array man-

ifold of the desired speech source in each utterance, we compute the

TDOAs, τ0,i, (i = 1, 2, . . . , 7) using the GCC-PHAT method again

by choosing the first channel as the reference channel 0. Then the

array manifold can be expressed as

e(k) = [1, e−j2πkFsτ0,1/K , · · · , e−j2πkFsτ0,7/K ], (3)

where Fs is the sampling rate, and K = 1024 is the length of the

STFT. Once the array manifold is computed, we next need to esti-

mate the noise covariance matrix Rnn. Noted that for the case the

noise and interference signals are independent to the desired signal,

the noise covariance matrix can be replaced by the signal-plus-noise

covariance matrix. In this challenge, since we are dealing with the

reverberant signals that are dependent on the desired signal, the noise

covariance matrix is used to avoid high signal distortion. A simple

energy based voice activity detector (VAD) was used to detect the

presence of speech. When the speech is absent, the noise covariance

matrix is updated as follows:

Rnn(m, k) = λRnn(m− 1, k)+ (1−λ)x(m,k)xH(m, k), (4)

where λ is a smooth factor which was set to 0.98, x(m, k) is the
frequency signal vector of all the channels. In our implementation,

Rnn(m,k) was initialized as a diagonal matrix with equal small

values for the diagonal elements.

The frequency-domain output of the MVDR beamformer is ob-

tained as y(m,k) = w
H
MV DR(m, k)x(m,k), which will be further

enhanced by the DNN spectrogram enhancement that will described

in the following section.

3.1.3. DNN based spectrogram enhancement

Neural networks (NN) are universal mapping functions that could be

used for both classification and regression problems. NN has been

used for speech enhancement for a long time [26]. An NN with

more than 1 hidden layers is usually called a deep NN, or DNN.

Recently, DNN becomes popular after a pretraining step, called re-

strictive Boltzmann machine (RBM) pretraining [27, 28], was intro-

duced to initialize the network parameters to some reasonable values

such that backpropagation can be then used to train the network ef-

ficiently on task dependent objective functions. The advantage of

DNN over one-hidden-layer NN is that the deep structure of DNN

allows much more efficient representation of many nonlinear trans-

formations/functions [27]. In the past several years, DNN has been

applied to many speech processing tasks, such as acoustic model-

ing [29] and speech enhancement (denoising) [30]. For the rever-

beration challenge, we applied DNN to enhance the spectrogram of

distorted speech or MVDR beamformer’s output. The motivation is

to harness the flexibility of DNN to model the highly nonlinear and

complicated mapping from distorted spectrogram to the underlying

clean spectrogram. Note that we also applied DNN to map distorted

MFCC features to clean features and their basic concepts are the

same, we will use a unified description for both tasks here.

The structure of the DNN used for speech enhancement and

ASR feature compensation is shown in Fig. 3. At the bottom of

the figure there is a sequence of feature vectors generated from the

noisy and reverberant speech. For speech enhancement, we used

257-dimensional log spectrum as the feature vectors, while for ASR

feature compensation, we used the 39-dimensional MFCC as feature

vectors. For speech enhancement, we also applied cepstral mean

normalization (CMN) to the log spectrogram in an utterance-based

manner to reduce any channel variations. For feature compensation,

we applied mean and variance normalization (MVN) on MFCC fea-

tures as we found that MVN is a better feature normalization for

the speech recognition task. To predict the clean feature vector of

the current frame (shown in gray color in the figure), a sequence

of feature vectors around the current frame are fed into the DNN.

This allows the DNN to use context information to predict the clean

feature vector and is believed to be especially important for derever-

beration as the effect of reverberation can last for dozens of frames.

After nonlinear transformation by the hidden layers, a linear output

layer is used to predict the clean feature vectors for current frame.

To train DNN for spectrogram enhancement or feature compen-

sation, parallel data consisting of clean and distorted version of the

same utterance is needed. The clean and distorted spectrograms or

MFCC feature vector sequences must be aligned accurately in frame

level. In the reverberation challenge, we use the clean and multi con-

dition training data for the training of the DNN. The objective of the

training is to minimize the mean square error (MSE) between the

output of the DNN and the corresponding clean spectrum or MFCC

features. Before the MSE training, the DNN is initialized by RBM

pretraining, which is an unsupervised learning and does not require

any label of the training data. The RBM training only requires the

distorted version of the parallel data. Once the DNN is trained, it is

expected to handle well unseen test speech utterances, whose distor-
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Fig. 3. Structure of DNN for spectrogram dereverberation and fea-

ture compensation.

tion characteristics are similar to those in the training data.

A drawback of the described enhancement scheme is that each

frame is predicted independently and we cannot guarantee that the

predicted frame sequence is smooth and sounds natural. Smoothness

is not a big issue for the speech recognition task, however, it is im-

portant for the enhanced speech to sound natural. Hence, we also

investigated another scheme, in which we train the DNN to predict

clean spectrogram, together with its time derivatives. Similar to time

derivative features in speech recognition, we used both delta spec-

trum (first order time derivative) and acceleration spectrum (second

order time derivative). The delta and acceleration spectra vectors are

concatenated to the original spectrum vector (called static spectrum)

to form the new target vector for DNN learning. Hence, the target

vector’s dimension becomes 3 times of the original one. During en-

hancement phase, both the static, delta, and acceleration spectrum

are predicted. The final enhanced spectrogram can be found by us-

ing a linear square fitting which minimizes ||X − Y||2F , where Y

is the output spectrogram matrix of DNN and contains both static,

delta, and acceleration spectra, X is the spectrogram generated from

the unknown final static spectrogram using the delta and accelera-

tion generation formula [31]. Closed form solution can be found for

the MSE problem and the static portion of X will be treated as the

final output of the enhancement system. With such a scheme, the

delta and acceleration features can help to make the static features

more smooth and natural. As the dynamic range of the delta and ac-

celeration spectra are much smaller than that of static spectrum, the

weights of them in the MSE function are boosted by 3 and 5 times,

respectively through empirical analysis.

3.2. Speech Recognition Systems

In Reverberation Challenge 2014, there are two speech recognition

training schemes, i.e. the clean and multi condition schemes, which

are different in several aspects. In clean condition training scheme,

as the mismatch between the noisy and reverberant test data and the

clean training data is large, the most important issue is to reduce

the mismatch, e.g. by feature or model adaptation methods. Dis-

criminative training methods or models are less effective in this case

Fig. 4. Block diagram of feature processing for speech recognition

systems.

as what is learnt from clean data may not work well for very mis-

matched test data. On the other hand, in multi condition training, the

mismatch between training and testing data are much smaller than

that in clean condition training. Hence, feature or model adaptation

methods become less critical, but discriminative methods becomes

useful as the discriminative features or models learnt from training

data are expected to also work well on the test data.

The organizer of the challenge provided a simple HTK-based

speech recognition system for the purpose of mainly evaluating fea-

ture domain techniques. In our preliminary study, we found that the

HTK baseline system, which is based on conventional HMM/GMM

model, is a good benchmark for the clean condition training scheme,

but is too weak for the multi condition training scheme. For example,

using DNN based acoustic model can outperform the HTK baseline

significantly when multi condition training scheme is used. As a

result, it is not very meaningful to test our techniques on the HTK

baseline using multi condition training scheme. Therefore, in this

paper, we will always use the HTK baseline system for evaluation

using clean condition training, but use our own DNN based system

for evaluation using multi condition training.

The feature processing for clean and multi condition training

schemes are illustrated in Fig. 4. MVDR beamforming is always

used when more than 1 microphone is available. In addition, we

studied two feature processing techniques to enhance the noisy and

reverberation features. One is the DNN based feature compensation

method used in multi condition training scheme, and the other is

the cross transform method to be used for clean condition training.

The DNN based feature compensation is similar to the DNN based

speech enhancement described previously. The major difference is

that for feature compensation, MFCC features are compensated as

they are directly used for speech recognition. Hence, we will not

describe it again in this section.

3.2.1. Cross Transform Feature Adaptation

To compensate speech features for robust ASR, there are two popular

feature processing schemes, i.e. the linear transformation of feature

vectors and the temporal filtering of feature trajectories, as illustrated

in Fig. 5. Linear transformation uses all dimensions of the current

frame to predict new features that fit the acoustic model under maxi-

mum likelihood (ML) criterion [32,33]. On the other hand, temporal

filtering uses the context information in neighboring frames to esti-

mate features that fit the acoustic model [34–37]. While linear trans-

formation uses inter-dimensional correlation information (or spectral

information) to process features, temporal filtering uses inter-frame

correlation information (or temporal information). In the past, these

two types of information are usually not used together for feature

adaptation. In this section, we apply our recently proposed feature

adaptation method, called cross transform [38], to the speech recog-
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nition task of the reverberation challenge. For the completeness of

the paper, we will briefly describe the concept of the cross transform

in the following text.

To use both spectral and temporal information for feature pro-

cessing, the simplest way is to predict the clean feature vectors from

a sequence of input feature vectors as follows

yt =
L
∑

τ=−L

Bτxt+τ + c = Wx̃, (5)

where xt and yt areD dimensional input and output feature vectors,

respectively. Bτ , τ = −L, ..., L are the transformation matrices,

and W = [B−L, ...,BL, c] and x̃t = [xTt−L, ..., x
T
t+L, 1]

T are the

concatenated transformation matrices and inputs, respectively. Al-

though the transform in (5) is possible in theory, it is hard to be

applied in practice as there are too many parameters inW and hence

a lot of data are required for its reliable estimation. For example,

if we set L = 16, i.e. use a context of 33 frames, then there are

33D2 +D parameters, which is not feasible to be reliably estimated

from a small amount of test data, e.g. one test utterance. Therefore,

in this study, we make W sparse by setting most of its elements to

zero. Specifically, to predict the feature at frame t and dimension d,

y
(d)
t , we only use the local feature trajectory and feature vector that

contains x
(d)
t as shown in Fig. 6. The simplified transform is simply

the combination of the linear transform and temporal filter illustrated

in Fig. 5. As the shape of the transform often looks like a cross, we

will call it cross transform.

Similar to maximum normalized likelihood linear filtering in

[37], the parameters of the cross transform can be estimated by min-

imizing an approximated KL divergence between the distribution of

processed features, py, and the distribution of clean training features,
pΛ. In this work, py is modelled by a single Gaussian and pΛ by a

GMM with parameter set Λ = {cm,µm,Σm|m = 1, ..., M} and

Σm being diagonal. The optimal W is found by minimizing the

following approximated KL divergence:

f(W) = const −
λ

2
log det(WΣx̃W

T ) +
β

2T
||W −W0||2

−
1

T

T
∑

t=1

log

M
∑

m=1

cmN (Wx̃t;µm,Σm), (6)

where Σx̃ is the covariance matrix of x̃. Tunable parameters β and

λ are used to control the contributions of the L2 norm term and log

determinant term in the cost function, respectively. An intuitive ex-

planation of the cost function is that we want the likelihood of the

transformed features on the clean reference model Λ to be high. At

the same time, we want the log determinant of the covariance matrix

of the transformed features to be big to prevent the variance of trans-

formation features from shrinking too much. The cost function can

be minimized via an EM algorithm iteratively. For detailed solution

of the cross transform, readers are referred to [38].

4. EXPERIMENTS

4.1. Speech Enhancement

4.1.1. DS beamforming and spectral subtraction

The speech enhancement system using the DS beamformer and spec-

tral subtraction was implemented in real-time processing scheme.

As discussed in Section 3.1.1, our algorithm uses a window length

of 64 ms with 75% overlap. Therefore, the actual time delay is 64

ms. We performed the speech enhancement system evaluation on the

evaluation data for all the channel types of 1ch, 2ch, and 8ch. Notice

that when we performed the system for the case of 1ch, the TDOA

estimation and the DS beamformer were not used. The input signals

were directly sent to the spectral subtraction module. The detailed

results for the all the 3 channel types are shown in Table 1,2, and 3.

There are three major observations from the results. First, both

the DS beamformer and spectral subtraction improve the quality of

the speech signals for all the evaluation measures. Second, the com-

bination of the DS beamformer and spectral subtraction generally

works better than the spectral subtraction alone. Third, the results

using 8 channels are much better than the results using only 1 or

2 channels. It is because the performance of the DS beamformer

directly relies on the number of channels.

Using the provided CPU clock measuring function, our method

is about 5.5 times slower than the reference code.

4.1.2. MVDR beamforming and DNN-based enhancement

We built 5 DNN-based spectrogram enhancement systems as shown

in Table 4. In DNN1, the input layer takes 11 frames of spectrum

(i.e. about 110 ms), so the input dimension is 11 × 257 = 2827.
There are 3 hidden layers, each with 2048 sigmoid hidden nodes.

The output layer has 257 nodes, the same as the dimensionality of the

spectrum vectors. In DNN2, we used 15 frames (i.e. about 150ms)

as the input and 3072 nodes for hidden layers. The output layer size

is 257 × 3 = 771 nodes, as both the static, delta, and acceleration

of the spectrum are predicted. DNN3 is the same as DNN2 except

that the input context is increased further to 19 frames. DNN4 and
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Table 1. Detailed Results of the DS beamformer and the spectral

subtraction on speech enhancement for channel type of 1ch.

Case Simulated Rooms Real

CD SRMR LLR SNR SRMR

mean median mean mean median mean median mean

far1 2.62 2.35 4.76 0.4 0.37 7.75 9.54 3.96

far2 5.0 4.77 3.54 0.71 0.6 2.48 4.46

far3 4.75 4.46 3.27 0.82 0.74 1.4 3.02

near1 1.98 1.74 4.55 0.37 0.35 8.91 10.41 3.91

near2 4.41 3.94 4.04 0.41 0.38 4.78 8.12

near3 4.17 3.79 3.87 0.65 0.59 3.16 5.78

Avg. 3.82 3.51 4.0 0.56 0.51 4.75 6.89 3.94

Table 2. Detailed Results of the DS beamformer and the spectral

subtraction on speech enhancement for channel type of 2ch.

Case Simulated Rooms Real

CD SRMR LLR SNR SRMR

mean median mean mean median mean median mean

far1 2.41 2.14 4.9 0.38 0.35 8.32 9.89 4.1

far2 4.82 4.55 3.77 0.62 0.53 3.24 5.78

far3 4.55 4.23 3.4 0.75 0.69 2.03 4.05

near1 1.81 1.59 4.67 0.34 0.33 9.51 10.68 4.1

near2 4.06 3.55 4.24 0.39 0.31 6.08 9.94

near3 3.87 3.45 4.03 0.59 0.53 3.92 6.81

Avg. 3.59 3.25 4.17 0.52 0.46 5.52 7.86 4.1

DNN5 both uses MVDR (8 channel) processed signal as input and

11 frames as input and 2048 nodes for hidden layers. The output

layer sizes are 257 and 771 for DNN3 and DNN4, respectively.

From the results in Table 4, all DNN speech enhancement sys-

tems improve the objective evaluation metrics significantly. In addi-

tion, the results of DNN4 and DNN5 show that DNN enhancement

is complementary to the MVDR beamforming except for LLR. By

comparing DNN4 and DNN5, we can see that it is slightly benefi-

cial to predict the static and dynamic spectrograms simultaneously

and then use the dynamic part of the predicted spectrogram to im-

prove the static spectrogram in the post processing. However, this

is only an ad-hoc way to improve the smoothness of the predicted

spectrogram. In the future, we will try to enforce the relationship

between static and dynamic spectrogram during the DNN training.

By comparing DNN1 and DNN2, we found that using larger hidden

layers and longer input context produces better objective evaluation

scores for simulated rooms. However, for the real room, the SRMR

becomes worse. This could be due to that larger DNN may leads to

overfitting and degrades performance on test data not similar to the

DNN training data. When the context size is further increased to 19

frames in DNN3, no obvious performance improvement can be ob-

served, despite the fact that 19 frames span only about 190ms, which

is much smaller than the reverberation time of the test data. It could

be due to that current DNN training method is not able to make full

use of longer context size for better dereverberation.

The detailed results of DNN5 (MVDR+DNN) is shown in Ta-

ble 5. By comparing DNN5 results with the best DS beamformer

+ SS results in Table 3, we found that MVDR+DNN performs bet-

ter for CD and SRMR measures, while DS+SS is better for LLR.

For SNR, the results are mixed. The mean improvement of SNR

Table 3. Detailed Results of the DS beamformer and the spectral

subtraction on speech enhancement for channel type of 8ch.

Case Simulated Rooms Real

CD SRMR LLR SNR SRMR

mean median mean mean median mean median mean

far1 1.94 1.73 5.19 0.33 0.3 9.79 10.88 4.63

far2 4.23 3.86 4.43 0.48 0.42 4.76 8.06

far3 3.93 3.56 3.83 0.62 0.57 3.64 6.2

near1 1.52 1.35 4.96 0.29 0.27 10.59 11.35 4.6

near2 3.24 2.75 4.54 0.27 0.2 8.32 12.52

near3 3.16 2.75 4.41 0.46 0.4 5.84 9.06

Avg. 3.0 2.67 4.56 0.41 0.36 7.16 9.68 4.62

Table 4. Comparison of DNN-based speech enhancement settings.

The results are averaged over near and far test cases.

DNN Simulated Rooms Real

CD SRMR LLR SNR SRMR

mean median mean mean median mean median mean

DNN on single channel

None 3.97 3.69 3.68 0.58 0.51 3.62 5.39 3.18

DNN1 2.64 2.41 5.78 0.52 0.48 7.19 8.09 4.54

DNN2 2.50 2.28 5.77 0.50 0.47 7.55 8.35 4.36

DNN3 2.50 2.28 5.83 0.50 0.47 7.52 8.34 4.39

MVDR (8-ch) + DNN

MVDR 3.64 3.28 4.85 0.48 0.43 5.31 7.76 4.12

DNN4 2.28 2.07 5.88 0.47 0.44 8.44 8.88 4.51

DNN5 2.23 2.04 5.94 0.47 0.44 8.52 8.95 4.51

using MVDR+DNN is larger, while the median improvement using

DS+SS is larger. This is because the DNN speech enhancement im-

proves less for utterances that are already in good quality. Using the

CPU clock function, the DNN speech enhancement (not including

MVDR) run time is about 8 times of the reference code.

4.2. Speech Recognition

4.2.1. Clean condition training

We used the HTK-based ASR system from the organizer for evalu-

ation on clean condition training. The features are the first 13 Mel-

frequency cepstral coefficents (MFCC, c0-c12) with their first and

second derivatives. Three levels of processing in signal, feature and

model levels are applied. In the signal level, MVDR beamformer is

applied when more than 1 microphone is available. In the feature

level, the speech feature statistics is normalized by first using MVN

and then by the proposed cross transform with 33 context size (i.e.

L = 16), both applied in utterance-based mode. Finally, a 256-class

CMLLR model adaptation is applied in full batch mode.

Detailed results are shown in Table 6. We have 3 observations.

First, MVDR beamformer is very effective in improving ASR perfor-

mance. If 8-channel microphone data is available, up to 16% abso-

lute WER reduction (53.9% to 37.9%) can be obtained. Second, the

performance of the cross transform feature adaptation and the CM-

LLR model adaptation are similar, despite that the cross transform

uses only one utterance for parameter estimation while the CMLLR

uses whole test sets. This is partially due to that CMLLR is only
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Table 5. Detailed Results of DNN5 speech enhancement.

Case Simulated Rooms Real

CD SRMR LLR SNR SRMR

mean median mean mean median mean median mean

far1 1.78 1.66 5.81 0.39 0.38 9.87 9.99 4.64

far2 2.73 2.47 6.10 0.55 0.51 7.27 7.78 -

far3 2.58 2.34 5.35 0.52 0.48 7.62 8.37 -

near1 1.68 1.56 5.95 0.38 0.37 9.89 9.98 4.37

near2 2.22 2.02 6.34 0.47 0.44 8.31 8.69 -

near3 2.38 2.17 6.11 0.48 0.44 8.16 8.87 -

Avg. 2.23 2.04 5.94 0.47 0.44 8.52 8.95 4.51

Table 6. ASR performance (WER) using clean condition training

data on the evaluation data. CT stands for cross transform, while

MA refers to the 256-class based CMLLR model adaptation.

CT MA

Simulated Rooms Real

Avg.Room1A Room2A Room3A Room1

near far near far near far near far

Single Microphone

N N 19.0 25.6 34.5 69.8 47.1 78.3 80.2 76.6 53.9

Y N 15.6 20.7 24.2 45.3 30.9 57.5 63.1 62.4 40.0

N Y 14.1 17.9 21.3 45.1 28.3 59.5 66.4 65.9 39.8

Y Y 14.5 18.2 21.2 38.8 26.8 50.3 57.3 58.0 35.6

2 Microphones, with MVDR

N N 18.0 23.3 27.7 59.8 40.1 71.2 75.1 73.7 48.6

Y N 14.5 19.0 20.6 38.8 26.6 51.0 56.5 58.6 35.7

N Y 13.5 17.0 18.9 36.8 24.5 51.4 58.8 59.3 35.0

Y Y 13.7 17.4 18.3 33.4 23.3 45.2 51.2 53.1 31.9

8 Microphones, with MVDR

N N 17.0 21.3 23.6 40.3 30.5 53.2 59.3 58.1 37.9

Y N 14.3 17.2 18.0 27.9 21.7 36.2 43.1 46.4 28.1

N Y 13.6 16.4 17.3 26.6 20.1 35.6 44.4 46.1 27.5

Y Y 13.7 16.2 15.8 24.1 19.5 32.3 38.1 42.6 25.3

adapted to test environment, but not test speakers in the full batch

mode. On the other hand, cross transform is estimated in utterance

mode and thus able to implicitly compensate for both speaker varia-

tions and reverberation. Finally, the cross transform works comple-

mentary with the CMLLR. This is mainly because the cross trans-

form uses temporal information up to 33 frames (about 0.33s).

4.2.2. Multi condition training

The performance of our ASR system using multi condition training

is shown in Table 7. When more than 1 microphone is available,

MVDR beamforming is applied. The MFCC features are normalized

by utterance-based MVN and then enhanced by DNN-based feature

compensation. The DNN takes 15 frames of MFCC as input, hence

the input layer dimension is 15× 39 = 585. We empirically choose

to use 3 hidden layers with 2048 hidden nodes in each layer. The

output layer is 39 dimensional, as we are predicting the clean MFCC

features. The feature compensation DNN is pretrained using RBM

training and refined using MSE criterion.

DNN based acoustic model is built using the Kaldi toolkit [39].

The output layer of the DNN contains about 3500 classes, i.e. the

Table 7. WER obtained using multi condition training data on the

evaluation data. MVDR beamformer is used when #mic> 1.

#mic

Simulated Rooms Real

Avg.Room1A Room2A Room3A Room1

near far near far near far near far

No DNN Feature Compensation

1 8.7 9.4 10.5 16.5 13.4 20.0 35.4 34.3 18.52

2 8.6 9.6 9.1 14.9 11.6 18.3 33.3 30.7 16.99

8 7.8 8.3 8.3 10.8 9.8 13.3 24.8 25.1 13.51

With DNN Feature Compensation

1 8.9 8.8 8.8 13.9 11.4 15.5 32.2 32.7 16.51

2 8.5 8.6 7.9 12.4 10.1 14.8 29.1 29.1 15.08

8 7.5 8.2 7.4 9.7 8.9 11.3 22.7 24.4 12.50

number of tied triphone states. The input of the network is only 9

frames of MFCC, as using more context does not lead into much

better results. We use 7 hidden layers and 2048 nodes per layer.

The DNN acoustic model is first pretrained using RBM unsupervised

training, then trained using cross entropy training, and finally refined

by sequential MMI training, all using Kaldi’s DNN recipe [39].

From the results in Table 7, we have several observations. First,

similar to clean condition training, the MVDR beamforming has a

big impact on the performance. Second, with DNN feature com-

pensation, the ASR performance is consistently improved. In addi-

tion, the performance gain is larger for simulated rooms than for real

room, and larger for more reverberant cases (e.g. room3A-far) than

for less reverberant cases (e.g. room1A-near). The results show that

even when DNN is already used for acoustic modeling, it is still use-

ful to use another DNN to compensate the features. We hypothesize

two reasons for the usefulness of DNN feature compensation. One

is that DNN feature compensation uses more information than DNN

acoustic model, as both clean and multi condition data are used in its

training. Another reason is that it may be useful to explicitly recover

the clean features rather than let DNN acoustic model to automati-

cally discover useful features for speech recognition.

5. CONCLUSIONS

For the speech enhancement task in the reverberation challenge

2014, we investigated both conventional beamforming methods

and spectral subtraction and the DNN-based speech enhancement

method. We found that after being trained from parallel clean and

reverberant speech, the DNN is able to dereverberate speech signal

effectively and works complementarily with beamforming tech-

nique. Similarly, we also train DNN to map reverberant features

to clean features for the speech recognition task. Results show that

DNN feature compensation improves recognition performance sig-

nificantly even when the acoustic model is also based on DNN. This

shows that it is beneficial to use a DNN to clean up the features first,

rather than completely relying on the acoustic model DNN to learn

discriminative and robust features for the recognition task. When

the parallel clean and reverberant speech is not available, cross-

transform that uses both spectral and temporal information can be

used to reduce the mismatch between reverberant test features and

the clean acoustic model.

An important question regarding the DNN based speech en-

hancement and feature compensation is that how much data do

we need to train a universal speech enhancer? And will one big
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DNN be able to handle different types of noise, SNR, reverberation

time, speaker characteristics, and languages? We will move towards

answering these questions in the future research.
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